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Employer : 
Email: lazargnaniya@devcare.com
Phone: (614) 494-0022
 Professional Experience

· Software professional having around 18+ years of Industry Experience as a Big Data/Hadoop/Spark/ETL/DataStage Technical Consultant.

· Performed DevOps(AWS) roles like Code deployment on CICD Pipelines for migration with Jenkins and AWS Code deployment with the supporting tools like GitHub,S3 Bucket, Terraform and Nexus.

· Hands on experience in deploying enterprise based applications using major components in Hadoop ecosystem like Hadoop 2.X, YARN, Hive, Pig, MapReduce, Spark, Kafka, HBase, Sqoop and also AWS S3 ,AWS Glue ,AWS Redshift, Redshift Spectrum, Lambda.

· Strong expertise in troubleshooting various bigdata application jobs and performance fine-tuning Spark, MapReduce and Hive applications.

· Worked with major distributions like Horton works & MapR Distributions and with AWS as an Hadoop Administrator.

· Expertise in implementing enterprise level security using AD/LDAP, Kerberos, Knox, and Ranger.

· Hands on experience in creating Apache Spark RDD transformations on Data sets in the Hadoop data lake.

· Expertise in developing and tuning PySpark applications using various optimizations techniques like driver & executor tuning, memory management, garbage collection, Serialization assuring the optimal performance of applications by following best practices in the industry.

· Experience in handling large datasets using Partitions, Spark in memory capabilities, Broadcasts in Spark with PySpark, Effective and efficient Joins, Transformations and other during ingestion.

· Experience in running MapReduce and Spark jobs over YARN.

· In-depth Knowledge of Hadoop Architecture and its components such as HDFS, Yarn, Resource Manager, Node Manager, Job History Server, Job Tracker, Task Tracker, Name Node, Data Node, and MapReduce.

· Experience in developing data pipeline using Hive,Pig and Sqoop to extract the data from various source systems and store in HDFS for data analytics.

· Hands on Experience in performing analytics on structured data in hive with Hive queries, Views,

Partitioning, Bucketing and UDF’s using HiveQL.

· Experience in performance tuning of HIVE queries and Map Reduce programs for scalability and faster execution.

· Worked with various file formats such as CSV, JSON, XML, ORC, Avro, and Parquet file formats.

· Extensively dealt with Spark Streaming and Apache Kafka to fetch live stream data.

· Experienced in optimization techniques in sorting and phase of Map reduce programs and implemented optimized joins that will join data from different data sources.

· Experience in developing job using DataStage and Database management.

· Good knowledge on working with Amazon EMR framework for processing data on EMR and EC2 instances.

· Experience in understanding the security requirements for Hadoop and integrate with Kerberos authentication and authorization infrastructure.

· Good Expertise working with different varieties of data including semi/un - structured data using Map reduce programs.

· Used ASG Zena to combine multiple jobs for Map Reduce, Hive, Pig, Sqoop into one logical unit of work also as a sheduler.

· Acquaintance with Agile and Waterfall methodologies. Responsible for handling several clients facing meetings with great communication skills.

· Experience spanning across Health Care, Retail, Banking and Mobile Telecommunication industry.

Technical  Skills

	· BigData Technologies
	· AWS EKS, CDK, Quick Sight,CICD-AWS, Terraform, Nexus,Datadog,IAM,Kafka, API Gateway ,Python, Airflow, Postman, AWS S3,AWS Glue ,AWS Redshift, EKS(OpenShift), Lambda, AWS Code Deploy, EC2, EMR , Hadoop, HDFS, Hive,PIG, Hbase, Sqoop,Oozie, Hue, Kafka,Yarn,Shell Scripting, Ambari, MapR,Snowflake, ITRS, Splunk,GitHub,Log stach,Jenkins & Datastage.

	· Hadoop Distribution
	· Horton Works, MapR

	· Cloud
	· AWS, Azure(Entry Level)

	· Languages
	· Python,C,Hive, Pig Latin, PySpark.

	· Operating Systems
	· Windows, UNIX & LINUX.

	· Portals/Application servers.
	· WebSphere Application server. 

	· Hadoop Scheduling &Monitoring Tools
	·  Airflow, ASG Zena , Autosys,Oozee & Control-M.

	· Databases
	· Oracle, SQL Server, MySQL Workbench,Snowflake, MySQL Workbench / J.

	· Other
	· GIT,Jira.


Projects Summary 
DC Dept of Transportation, Washington (DDOT).               

     April 2022 – Till Date

Role: AWS DevOps / Senior Data Engineer

Roles and Responsibilities

· Used OpenShift to orchestrate the deployment, scaling and management of Docker Containers.

· Created Build definition and Release definition for Continuous Integration and Continuous Deployment.
· Integrated maven with GIT to manage and deploy project relates tags.
· Coordinate all build and release activities, ensure release processes is well documented, source control repositories including branching and tagging.
· Managed AWS resources such as IAM, EC2, ECS, EMR, S3, Amazon Redshift, Amazon AuroraRDS, Security Group, MSK, Glue, SNS, CloudWatch, Route53, and AMI.

· Created infrastructure components using Cloudformation and CDK.
· Integrated Lambda functions with API Gateway to create serverless APIs which are triggered by API Gateway requests, and configured various settings such as authentication, authorization, and request/response transformations for API Gateway resources.
· Used OpenShift to deploy scale load balance, scale and manage Docker containers with multiple namespace versions.
· Worked on Optimizing the performance of AWS resources and applications by tuning configurations, leveraging caching mechanisms, and implementing scalability features.
· Worked in setting uyp AWS EKS cluster to run application in production from the scratch.
· Extracted geometry/maps data from ARCGIS_Pro and transformed the dataframe data using geopandas,pandas and numpy to get TSI_Scores.
· Worked on granting granular permissions to specific AWS Users, Groups and Roles createdusing IAM policies.
· Developed Teraform templates to create AWS EKS, Load Balanacers for EC2 , EMR auto-scaling and monitoring for various environments.

· Created, managed , and shared the geographic maps using ARCGIS_Pro and analysed the same using python objects.

· Designed and implemented identifying the source and the target files responsible and dependencies for intersection scoring ad location refinement and targeted the outputs towards the topic.

· Worked on processing Intersection scores, intersection segments , address points, intersection segment psi refined data  usin python objects.
· Used Datadog to monitor logs from servers, databases, and applications on network devices and cloud services.
· Validated the final TSI_Scores generated data manually.

· Scheduled all the python application with respective schedulers in the production environment.
· Developed AWS Quick Sight dashboard for multiple applications from Dev, Stage and Prod environments.
· Created an hive table when required to ingest the final TSI_Scores data in the HDFS environment.

· Created / updated TSI Prioritization Model technical documents on the applications developed and provided to the team.

· Parallely worked on building scheduling applications and the multi node clusters from the scratch with Hadoop/System admins and architects.

Environment: AWS CDK ,AWS EKS, AWS QuickSight, API Gateway, Terraform ,EKS(OpenShift),Datadog,Python(geopandas,pandas,numpy etc), Postman,Thunder,ARCGIS Pro, Windows Task Scheduler, Postman / Thunder ,GITHub, Hadoop, HDFS, Hive.
Autodesk, Inc.


               

      
     
 DEC 2021 – March 2022
Role: DevOps-AWS Engineer.
Roles and Responsibilities

· Performed DevOps roles like Code deployment on CICD Pipelines for migration with Jenkins and AWS Code deployment with the supporting tools like GitHub,S3 Bucket, Terraform and Nexus.

· Performed maintenance of source control mangement systems such as GIT and BigBucket.

· Worked in migrating python code to Lambda functions via Terraform.
· Used Logstach solve problems like log analytics, document search and security information.
· Performed Docker orchestration using ECS and worked on docker container images to private docker registry using ECR.

· Worked in capacity planning to save AWS COST for enterprise.

· Responsible for imnplementing CloudWatch alarams, monitoring for EC2,EMR,SQS,SNS,Lambda and Glue AWS native services.

· Performed code – deployment using Kubernitics (EKS) with eksctl CLI.

· Designed and implemented a pipeline to GET from market(Custom Objects)  using python(Postman) and saved in S3.
· Worked on granting granular permissions to specific AWS Users, Groups and Roles createdusing IAM policies.
· Created an Airflow job in production on the above pipeline.
· Designed and developed 2 piplelines for migrating Oozie workflows in to Airflow thru python(DAG) and completed validations on the same.
· Worked on GITHub to move the code from local to Stage and to Prod.

· Worked on Jenkins to move the code from Stage to Prod.

· Worked on Jenkins to schedule Oozie and Airflow job.
· Deployed using Elastic Agent and monitor your AWS infrastructure with Elastic Observability.
· Monitored the ooze and Airflow job on the failures and fixed the same if any.

· Validated the finally ingested data thru hive DBvear.

Environment:CICD-AWS,Nexus,Airflow,Python,Terraform, Postman ,AWS S3, Elastic Agent ,AWS Redshift, GITHub, Lambda,,EMR,Hadoop, HDFS, Hive, Apache,Spark,MYSQL Workbench,Dbvear,Snowflake,Jenkins,Marketo  and FileZilla.

Capgemini America, Inc.



               

      Jan 2021 – Dec 2021
Role: AWS Developer / DevOps -AWS
Roles and Responsibilities

· Developed streaming and batch processing applications using PySpark to ingest data from the various sources into HDFS Data Lake.

· Designed and implemented a data extraction from SFTP Server to S3 Bucket thru maven / spring boot.

· Performed DevOps roles like Code deployment on CICD Pipelines for migration with Jenkins and AWS Code deployment with the supporting tools like GitHub,S3 Bucket, Terraform and Nexus.

· Designed and implemented a data extraction from Mysql Workbench to S3 Bucket.

· Created Aurora DB with subnet group in AWS and configure the same in IDE.

· Created Security groups in  AWS for MySql Workbench and Aurora.

· Developed using Apache Spark, Amazon Glue, Amazon S3, Pyspark and Lambda Services.

· Created table and Crawler in AWS Glue for transformation from S3 buckets.

· Configured and schduled the Glue job thru AWS ETL Jobs using type spark.

· Moved the tranfofmed data from AWS Glue to Redshift staging area and used Sql Workbench J to interact with Redshift.
· Worked on configuring Kafka brokers, topics, partitions, and replication to ensure high availability and fault tolerance.

· Worked on granting granular permissions to specific AWS Users, Groups and Roles createdusing IAM policies.
· Using AWS Glue Job metrics , created CloudWatch metrics for jobs.

· Created Lambda function in pyspark to interact between Redshift data API and AWS API gateway.

· Created Amazon EMR RunJobFlow API action for Spark jobs from a Lambda function.

· Created a pull request from AWS CodeCommit on the each stories.

· Created unit, performance and integration tests with JUnit and Cucumber.

Environment: AWS Glue,AWS S3,AWS Redshift, , EKS(OpenShift), Lambda, AWS Code Deploy, Lambda,EC2,EMR,Hadoop, HDFS, Hive,Kafka, Apache,Spark,PySpark,MYSQL Workbench, SQL Workbench/J,JUnit, Cucumber and Shell Scripting.

Wells Fargo ,USA.




               

    April 2020 – Dec 2020
Role: DevOps Engineer / Infrastructure Engineer
Roles and Responsibilities

· Worked on build and support CICD piplelines using Jenkins/GIT with multiple stages across each environment.

· Also created an automation on the CICD pipeline as a code.

· Worked on maintaining the source control management systems asuch as GIT,S3-Bucket with CICD Methodlogies GIT,Jenkins,Nexus repository.

· Worked on migrating python code to Lambda functions via terraform.

· Worked on dev-ops activities on PySpark applications to ingest data from the various sources into HDFS Data Lake from stage to prod.

· Worked on deploying HQL scripts to create Partitioned and Bucketed tables in Hive for optimized data access.

· Written Hive UDFs to implement custom functions in the hive for aggregations.

· Worked extensively with Sqoop for importing and exporting the data from HDFS to Relational Database systems/mainframe and vice-versa loading data into HDFS.

· Monitoring YARN applications Troubleshoot and resolve cluster related system problems.

· Worked on the PySpark failures. Analysed the issue and debugged the code and fixed the issue. Reported the same to the requester.
· Worked on configuring Kafka brokers, topics, partitions, and replication to ensure high availability and fault tolerance.

· Analyed the YARN logs on failures.

· Collect all the logs from source systems into HDFS using Kafka and perform analytics on.

· Worked on streaming jobs and on failures if any.

· Performed cluster backup using DISTCP with MapR for parallel ingestion.

· Worked with the app team on fixing the LATEST,STAGE and PROD Hue connection issue and confirmed running queries on both the requester side and the cluster side.

· Worked on AIML manual Ingestion for various bigdata applications based on the run book.

· Worked on Migration for various big data applications and releases.

· Monitored MapR-MCS for the critical alerts and fixed issues if any on prod cluster.

· Support ,monitor and work on patching activity for HortonWorks/Ambari Cluster.(Additional Billing for Hortonworks)
· Worked with Application team, SQL admin team on finding the root cause and recommended solution for 1CDH and WLDS applications.
· Worked on granting granular permissions to specific AWS Users, Groups and Roles createdusing IAM policies.
· Handled Spark failures and troubleshooting by tuning spark parameters.

· Performance tuning of spark job for optimal utilization of cluster resources.

· Invloved in handling Yarn / Spark filaures and fixing them.

· Worked and participated with MapR distribution team on finding the root cause on various issues. Analysed the logs and provided the solution on the same.

· Worked on Patching activity on weekly basis on the Prod cluster.

· Worked on ITRS dashboard and monitored all the Prod cluster stability and status.

· Created automation scripts for various prod ongoing issues.

· Attended KT sessions for new applications and shared the same to the team.

· Worked on the Work Orders,Work Requests and Inceident / Problem tickets.

Environment: ECS,CICD,Jenkins,GIT,S3-bucket,Docker,Nexus,Terraform,MapR,Hadoop, HDFS, Hive, Apache,Spark,PySpark, AWS,Kafka,EC2, Autosys,ITRS,Splunk and Shell Scripting.

Walt Disney Resorts ,USA




                Sep 2019 – Mar 2020
Role: DevOps Engineer / Hadoop Administrator
Roles and Responsibilities

· Monitoring Hadoop Cluster through Hortonworks distribution(Ambari) and Implementing alerts based on Error messages.
· Worked on configuring Kafka brokers, topics, partitions, and replication to ensure high availability and fault tolerance.

· Worked on build and support CICD piplelines using Jenkins/GIT with multiple stages across each environment.

· Also created an automation on the CICD pipeline as a code.

· Worked on maintaining the source control management systems asuch as GIT,S3-Bucket with CICD Methodlogies GIT,Jenkins,Nexus repository.

· Worked on migrating code from stage to prod thru docker orchestration and docker containerization using ECS.

· worked on migrating python code to Lambda functions via terraform.

· Providing reports to management on Cluster Usage Metrics.

· Expertise in setting up in-memory layer such as Spark, Hive,Hbase and its maintenance like resolving out of memory issues, balancing load across daemons.

· Installed and configured various Hadoop distributions like Ambari and HDP 2.2 and higher versions.- Patching.
· Worked on Hadoop Security with Kerberos with LDAP.Involved in tuning and optimizing the long-running Hive queries using Hive Joins, vectorizations, Partitioning and Bucketing.

· Involved in tuning the PySpark applications using various memory and resource allocation parameters, setting the right Batch Interval time, and varying the number of executors to meet the increasing load over time.

· Experience in performing backup and Disaster Recovery of Name Node metadata and important sensitive data residing on cluster.

· Performed cluster backup using DISTCP with Ambari for parallel ingestion.

· Configuring Ambari for heartbeat interval and timeouts.
· Worked on creating Kafka topic in stage and increased the replication factor using jason file and the kafka-reassign-partitions.sh script.

· Support, manage, install/upgrade and monitor health of HortonWorks/Ambari Cluster.

· Analyed the YARN logs if any failures.

· Worked on streaming jobs and worked on failures if any.

· Worked with the app team on fixing the LATEST,STAGE and PROD Hue connection issue and confirmed running queries on both the requester side and the cluster side.

· Worked on Patching for all the Latest,Stage and Prod clusters with client.

· Analysed the NIFI error log and found the root cause. Requested the corrected file from the source team.

· Worked with systems engineering team(AWS) to plan and deploy new Hadoop environments and expand existing Hadoop clusters.

· Administered Cluster maintenance, commissioning and decommissioning Data nodes, Cluster Monitoring and Troubleshooting.

· Performed Adding/removing new nodes to an existing Hadoop cluster.

· Managed and reviewed Hadoop Log files as a part of administration for troubleshooting purposes. Communicated and escalated issues appropriately.

· Monitored Ambari servers for the critical alerts and fixed on all 3 stages.

· Worked on bunch of requests for the users on providing the access to HDFS,Hive,Genie,Hue and other services on Latest , Stage and Prod.

· Worked with Application,SQL admin team on finding the root cause and recommended the solution for the fix. 

· Worked on finding the root cause various service timeout issues.Analysed the logs and background of how actual Kerberos ticketing works. Provided the root cause document to the team.

· Worked on LATEST to STAGE and to PROD jenkins code deployments.

· Worked on the Inceident / Problem tickets by closing on time with proper resolution statements.

Environment: ECS,CICD,Jenkins,GIT,S3-bucket,Docker,Nexus,Terraform,Ambari,Hadoop, HDFS, Hive, Apache,Spark,PySpark,Kafka,AWS,NIFI,Ranger,UC4,Jenkins and Shell Scripting.
Blue Cross Blue Shield ,USA
 



              June 2016 – Aug 2019
Role: Sr.Hadoop Developer
Roles and Responsibilities

· Worked on the below applications in HCSC.

· ICC, GHCSA, ICC Daily Auth, ICC MCEF, IPM, MID, VMS, American Airlines etc.

· Establishes end-to-end automation processes for all files using ZENA.

· Experience in designing and developing applications in Spark using Scala.

· Data ingested from fixed width flat files from HDFS to Raw layer using Spark – Scala for TMG Project..
· Scala is used here to apply the business transformations rules as per mapping document for 32 tables for TMG.

· Involved in creating an external Hive tables for all TMG government data.

· The history data is moved to CDC and then merged in to current tables.
· Created GCF format tables using denormalized data for National Datawarehouse project.
· Invloved in error handling tasks in the process.

· Involved in running Hadoop jobs for processing millions of records of text data for National Datawarehouse project.

· Invloved in performing the validation of the records count and File name for National Datawarehouse project. 

· Unit testing and validating the case outputs.

· Loaded data from AXway to HDFS for MCEF Project.

· Invloved in writing pig scripts for data cleansing and transforming data and then using Hive on top of it for querying and deriving meaningful insights out of the data for MCEF Project.

· Worked on automation of end to end process of creating Hive tables from raw RDF/XML data.

· Invloved in writing Pig Scripts for Splitting and loading the data into MCEF with header trailer and filename.Finally transformed CET files to Blue Gateway.

· Imported 512 DB2 table data into HDFS using sqoop for Bluestar Project.

· Involved in creating Hive tables for all member’s Bluestar membership.

· Creating Hive tables, and loading and analyzing data using hivequeries for Bluestar project.
· Developed Spark scripts by using Scala shell commands as per the requirement.

Environment: Hadoop, HDFS, Hive, Apache,Spark,Scala,Shell Scripting and ASG Zena.
Cardinal Health Care,USA
                                       
     
      Apr 2014 - May 2016
Role: Hadoop Developer
Roles and Responsibilities:

· Involved in successfully loading files to Hive and HDFS from Teradata using Datastage.

· Writing Hive jobs to parse the logs and structure them in tabular format to facilitate effective querying on the log data. 

· Creating Hive tables, loading with data and writing Hive queries. 

· Analyzing the log files using Hive queries and writing UDF's for Hive queries. 

· Creating Hive tabular partitions and buckets. 

· Developed the Parallel Jobs(using XML Input Stage) for XML Source Files.

· Handled MQ Managers for loading Messages in Queue.

· Perform Lineage using DataStage and Teradata to understand the transformations of the data element as it moves from the System of Record (SOR) to the Authoritative Source (AS). 

· Perform Data Profiling for the Critical Data Elements to understand the basic attributes of the data and its quality using the tool Informatica Data Quality. 

· Log the data issues into the tool JIRA if the profiling found any issues with the data, and understand the corresponding business impact, and lead the effort in identifying a plan for remediation. Work with Monitoring team to set up monitoring plan for the future integrity of certified data elements.

· Developed the Parallel Jobs and Sequence Jobs for the Pharmacy Claims Extract.

· Created Design Document for the Model Classes.

· Created the UTC Document for the Extracts.

· Created the XML Analyzer Document for the Model Classes.

· Followed the Agile Methodology and participated in the Scrum Calls daily.
Environment:  Hadoop,Hive,Datastage8.7,Netezza, Shell script, Unix,Windows 7,Linux

JP Morgan Chase, USA
                                      


      July 2012 - Mar 2014
Role: Hadoop Developer

Roles and Responsibilities:

· Successfully loading files to Hive and HDFS from Teradata using Datastage.

· Creating Hive tables, loading with data and writing Hive queries. 

· Analyzing the log files using Hive queries and writing UDF's for Hive queries. 

· Creating Hive tabular partitions and buckets. 

· Developed the Parallel Jobs(using XML Input Stage) for XML Source Files.

· Handled MQ Managers for loading Messages in Queue.

· Created Design Document for the Model Classes.

· Created the UTC Document for the Extracts.

· Created the XML Analyzer Document for the Model Classes.

· Followed the Agile Methodology and participated in the Scrum Calls daily.

Environment:  Datastage8.7,Netezza, Shell script, Unix,Windows 7,Linux
Role: Developer







      Jan 2012 - July 2012

Roles and Responsibilities:

· Handling Tickets, Incidents, Responding Client Queries and Increasing Performance in Job wise.

· Handling Control-M Operations.

· Generating Weekly Highlights Report.

· Mentoring Junior Developers.

· Extensively used DataStage client tools – DataStage Designer, DataStage Director, DataStage Manager, and DataStage Administrator.

Century Communications ,INDIA             

                               
      July 2008 - Nov 2011

Role: Developer / Rendering.
Roles and Responsibilities:
· Developed a process in C on Windows platform to contribute to the software project, which automated Entire Cluster nodes in the network for rendering bulk JPEG/PNG files. 

· Involved in developing a process in C to Scan all the Nodes in the Network and checks whether Job/Session is running or not while rendering.

· Involved in developing a process in C to check the Memory Status and tells us the Usability of the Particular Node while rendering.

· Involved in developing a process in C which can kill the scheduler in network Systems & Slave applications in the network environment.
· Involved in developing a process in C to checks which Node is Logged off or Power Off.

· Combined all the Modules together.

· Created unit testing and UTC Document for the modules.
Environment : C,Unix,Windows 7/XP.
SysSoft ,INDIA                                              



June 2005 - June 2008

Role: Developer

Roles and Responsibilities 

· Involved in development of DIMS, SIS, Admin modules.

· Implemented business process using C# classes.

· Designed the user interface using powerful ASP.NET server.

· Developed stored procedures and maintained all database related activities.

· Preparing Unit test plans and testing the application.

· Deployed the application using the SharePoint.

Environment :C#, XML, SharePoint, MS-SQL Server, VB6.0,Oracle 8i, Ms-Access.
